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Abstract 

The introduction of ChatGPT has generated considerable attention on college campuses, prompting 
diverse responses from educational institutions worldwide. We aim to bridge the gap in existing 
literature by investigating faculty and student perceptions of ChatGPT at a higher education institution 
in the United Arab Emirates (UAE). Key questions include the extent of knowledge among faculty 
compared to students, faculty support for ChatGPT adoption in teaching, and the beliefs of both 
groups regarding ChatGPT's appropriateness in academia. Previous studies have explored the role of 
Artificial Intelligence (AI) in higher education, revealing variations in students' attitudes and needs for 
AI training. However, little research specifically addresses ChatGPT perceptions, leading to a lack of 
clarity on its implications for academic and instructional practices. We used online questionnaires with 
45 faculty members and 380 students from across different colleges. We adopted the Technology 
Acceptance Model (TAM) as the theoretical framework. We employed two-proportion significance 
tests to identify differences in perceptions between faculty and students. Findings revealed disparities 
in user knowledge, application, and perceptions of ChatGPT between faculty and students. While both 
groups were aware of ChatGPT, students exhibited higher ease of use and more extensive application 
in research activities. Notably, a significant divergence in perceptions of university support for 
ChatGPT use emerged, with students advocating greater support compared to faculty. Our study 
highlights a potential distrust between faculty and students regarding ChatGPT use. Building relational 
trust is crucial, emphasizing the need for faculty to possess technical competence and prioritize 
students' interests. The results also underscore the inevitability of technology usage in higher 
education. This research contributes valuable insights into faculty and student perceptions of 
ChatGPT, emphasizing the need for literacy and competency training to foster responsible and 
informed use. We encourage university administrators to consider the evolving role of AI tools in 
education and adapt policies accordingly. In Future research, we may delve deeper into gender 
differences and include a broader sample from diverse universities to enhance generalizability.  

Keywords: ChatGPT, higher education, faculty perceptions, student perceptions, Technology 
Acceptance Model (TAM), academic integrity, generative AI tools, literacy training 

Introduction 

Since November 2022, ChatGPT has created a stir on college campuses (Fredrick et al., 2024). 
Approaches by colleges and universities have varied, including updating academic integrity policies or 
even outright banning the use of ChatGPT (Clercq, 2023; Mearian, 2023; Schwartz, 2023). As this new 
technology continues to evolve and expand (Hu, 2023), colleges and universities are grappling with 
the opportunities and challenges of using such tools (McMurtie, 2023). Very little literature exists on 
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student and faculty perceptions of ChatGPT. Hence, exploring faculty and students’ perceptions on 
the use of ChatGPT in teaching and learning signals faculty’s readiness and willingness to adapt to new 
technologies in their teaching and students’ understanding of how such technology should be used. 
The introduction of ChatGPT in 2022 has taken the world by surprise. Hence, we encounter 
contradictory views about its use. For example, some (i.e., Cooper, 2023; Kasneci et al., 2023) support 
its use in teaching and learning to prepare students for the work environment, which will require them 
to use all available technological tools, whereas others (Fütterer, 2023) express strong concern 
regarding the employment of ChatGPT in academia and link it to the spread of plagiarism. 

Although some organizations are putting forward ideas on how to incorporate AI in the classrooms, 
such as the University Center for Teaching and Learning at the University of Pittsburgh (2023), others 
are banning its use in classrooms, like New York public schools (Rosenblatt, 2023). Whether 
incorporated or banned, it is essential to know what perceptions students and faculty have about 
the use of generative AI tools, like ChatGPT, in higher education. Results of our online questionnaires 
show that students and faculty believe that the use of AI in college classrooms is inevitable. Its use is 
surrounded by uncertainty, issues of trust, and unclear academic integrity expectations. These 
perceptions will play a huge role in shaping how generative AI technologies are used and misused 
both in settings of higher education and across the globe more generally, as students enter the 
marketplace.  
 
Literature Review  
Recent literature has explored AI use in higher education and investigated students’ perceptions of AI. 
Sit et al. (2020) examined attitudes of medical students in the United Kingdom and observed that most 
students recognized the importance of AI in their education and careers, and also believed that 
training in AI should be part of the degree earning process (see Dawson, 2020). Out of 484 surveyed 
participants, only 45 had taken any type of training related to AI, of which no students were trained 
as part of their coursework (Sit et al., 2020). In another study with medical students, researchers found 
a difference between faculty and students' professional needs; while students wanted training related 
to their patient care, faculty wanted training related to their teaching (Wood et al., 2021). The 
researchers also found out that both students and faculty learned about AI in the media (Wood et al., 
2021), indicating a general lack of AI in the curriculum for both parties. Similarly, Teng et al. (2022) 
surveyed the AI perceptions of students studying healthcare, in the research that spanned eighteen 
universities across Canada (Teng et al., 2022). The authors noted that roughly 75% of participants had 
positive outlooks related to AI in general, though students’ attitudes varied depending on specific 
disciplines. Regardless of a positive or negative outlook, most students felt AI training should be 
included in coursework.  
Faculty seem to lack the necessary knowledge, access to training, and support and no common 
definition of the tools exists. A persistent gap between the perception of AI and its use in education 
seems to exist. Furthermore, the above-cited study deals with medical students and faculty’s 
experiences which might be different from other students in other colleges. Moreover, we examine 
all students from all colleges.  Moreover, previous studies on perceptions of ChatGPT have focused 
separately on students’ and faculty’s perceptions and beliefs on ChatGPT (Fergus et al., 2023). Yet, 
such investigations have not provided any definitive answers to the many concerns that educators 
have. For instance, no evidence of perceptions of ChatGPT related to faculty and students or its use in 
research or classroom was reported.  
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We aim to fill the gap in the literature by seeking answers to the following questions: 

1. How much information/knowledge do faculty have on ChatGPT compared to their students? 
2. Do faculty support the adoption and use of ChatGPT in teaching and learning? 
3. Do faculty and students believe that ChatGPT should be allowed in academia? 

 
Research Methodology  
 
Data collection tool 
We used two online questionnaires to probe into all students’ and faculty’s perceptions of ChatGPT 
from across all colleges at a private higher education institution in the United Arab Emirates (UAE). 
Each questionnaire comprised three sections: Section 1 contained demographic questions about the 
participants, their gender, specialty, educational level, etc.  Section 2 consisted of questions about 
the participants’ knowledge of ChatGPT, how they knew about it, whether their professors 
prohibited them from using it and the benefits and risks of using ChatGPT in higher education. 
Section 3 included general questions about the uses of ChatGPT in teaching and learning and the 
university’s reaction towards it.  The faculty’s questionnaire contained similar questions relating to 
their specialty, college, gender, knowledge/awareness of the existence of ChatGPT and whether they 
use it in their research and daily teaching activities or not. The surveys also explored whether the 
participants received any professional training from the institutions on the use of ChatGPT. The 
surveys were designed by the Google Forms website. They contained yes/no questions and multiple-
choice questions. Each survey was expected to take a maximum of 10 minutes or less. 

Participants 
Forty-five (45) faculty responses were received and 380 from students. Computer science students 
come in first place with 14.3%, computer engineering students with 12.6%, electrical engineering 
with 8%, and mechanical engineering with 5.7%. The distribution included 30.5% third-year students, 
30% fourth-year students, 22.4% first-year students, and 17.8% second-year students.  

The faculty belonged to the colleges displayed in Table 1. 

Table 1: Faculty’s colleges 

Colleges Percentages of faculty 
College of Engineering (ENG) 41.5% 
College of Arts and Sciences (CAS) 25.7% 
School of Business Administration (SBA) 10.1% 
College of Architecture, Art, and Design (CAAD) 10.1% 

 

As for the faculty’s academic ranks, 59.1% were instructors, 11.4% were assistant professors, 11.4% 
associate professors, and 18.2% were full professors. 

 
Procedures 
The surveys’ links we shared with the students and faculty through the Office of Research after the 
Institutional Review Board (IRB) approval was obtained. The surveys were active for the whole 



ESBB Volume 11, Issue 1 2025 El-Sakran and Ahmed 

74 
 

duration of the Fall and the Spring 2023 semesters. Participants answered the surveys on a voluntary 
basis, and they had the right to withdraw from the study anytime. 

Data analysis 

Two-proportion significance tests were used to identify all significant differences between faculty’s 
and students’ perceptions. 

 
Ethical considerations 

In this research, we adhered to the guidelines established by the Institutional Review Board (IRB) of 
the AUS. We accorded priority to several essential ethical considerations, specifically the principles of 
voluntary participation, preservation of participants' privacy, and the assurance of their overall well-
being. Prior to their engagement in the study, participants were explicitly apprised, via email, of the 
voluntary nature of their involvement, with the assurance that they retained the liberty to discontinue 
their participation at any juncture without facing any repercussions. Furthermore, to uphold 
participants' privacy, their identities were neither disclosed nor mandated for the survey questions 
employed in this investigation. Another noteworthy ethical measure involved the utilization of online 
platforms for data collection. This approach facilitated participants in expressing themselves freely, 
concurrently safeguarding the anonymity of their identities and thereby mitigating any potential risks 
of exposure. 

 
Theoretical foundation 
We adopt the Technology Acceptance Model (TAM) as a theoretical framework.  TAM refers to the 
acceptance, integration, and embracement of new technology (Granić, 2022). According to Davis 
(1989) technology acceptance, as the first step of technology adoption, is an attitude toward 
technology, and it is influenced by various factors. The TAM (Davis, 1989) comprises core variables of 
user motivation (i.e., perceived ease of use, perceived usefulness, and attitudes toward technology) 
and outcome variables (i.e., behavioral intentions, technology use). Of these variables, perceived 
usefulness (PU) and perceived ease of use (PEU) are considered key variables that directly or indirectly 
explain the outcomes (Marangunić & Granić, 2015). These variables are often accompanied by 
external variables explaining variation in perceived usefulness and ease of use: Among others, 
subjective norms (SN), self-efficacy (SE), and facilitating conditions (FC) were significantly related to 
the TAM core variables—however, to different degrees (Abdullah & Ward, 2016). These external 
variables represent personal capabilities next to contextual factors. Overall, research has revealed that 
TAM is the most widely used powerful and valid model for prediction and explanation of user’s 
behavior toward acceptance and adoption of educational technology (Abdullah & Ward, 2016; Granić 
& Marangunić, 2019).  

Results  
We found discrepancies between faculty and students in terms of the levels of user knowledge of new 
technology, its use in the classroom and the research activities, and their perceptions of university’s 
support. First, let us start with the similarities. Our results indicate that there is no significant 
difference between faculty and students when it comes to knowledge of awareness of ChatGPT. That 
is, both groups are aware of the existence of the ChatGPT application. They also show no significant 
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difference between faculty and students as regards the ChatGPT learning source. Table 2 displays the 
percentages of how faculty and students knew about ChatGPT. 

Table 2: ChatGPT learning source  

ChatGPT Applications Students Faculty 
Through webinars/seminars 84.8% 45% 
By chance 36.5% 35% 
Through friends 
 

56.1% 
 

15% 

Communication from the university                 21% (by professors)* 
 

100% (through the 
university)** 
 

*Warning students against the use of ChatGPT in class or in the syllabus. 

**Emails sent to faculty asking them to include a warning statement against the use of ChatGPT in 
coursework. 

When it comes to ease of technology use, the two proportion test (see test 1 in appendix) we used  
indicate a significant difference between faculty and students in terms of use of ChatGPT. That is, 
students find it very easy to use the ChatGPT application compared to faculty who find it easy to use. 
As far as the applications of ChatGPT are concerned, table 3 shows that more students (85.7%) use it 
for writing entire research papers compared to faculty. It is also clear from the table that the 
applications are different. 

Table 3:  ChatGPT applications by faculty and students  

ChatGPT Applications Students Faculty 
Generating ideas 84.8% 93.1% 
Writing messages 21.4% 60.2% 
Editing content 21.4% 8.1% 
Writing whole research papers 85.7% 0 % 

 

Our findings also demonstrate a huge significant difference in the proportion of students who use 
ChatGPT for research purposes compared to faculty (see test 2 in appendix). In other words, students 
use it more than faculty for this purpose. As for the relation between the use of ChatGPT in research 
and plagiarism, although faculty believe that the use of ChatGPT leads to plagiarism more than 
students; however, the difference is not statistically significant. Regarding the verification of ChatGPT 
given responses, we found out that the proportion of students who verify the results from ChatGPT is 
higher than the proportion of faculty who verify the output provided by ChatGPT (see Test 3 in 
appendix). Test 4 (see appendix) displays significant differences between the proportion of students 
who use ChatGPT to edit what they have written compared to the proportion of faculty. Furthermore, 
there is a statistically significant difference, as shown in test 5 in appendix, between the proportion of 
students who are very satisfied and satisfied with the ChatGPT generated responses when compared 
to the proportion of faculty.  
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As for the question, Does the university support the use of ChatGPT in learning, teaching and 
research?, our results indicate that there is a significant difference in the perceptions about university 
support when it comes to use of ChatGPT. Results from our study show that the proportion of students 
who believe that the university should support the use of ChatGPT is higher than the faculty (see test 
6 in appendix). On a related issue, when asked whether the university should finance seminars, 
workshops, etc., on ChatGPT, the proportion of students (test 7 in appendix) who believe that the 
university should finance seminars, workshops, etc., is significantly higher when compared to the 
proportion of faculty who believe the same. It is also noted that the proportion of students who 
believe that the usage of ChatGPT should be encouraged by the university and the professors is 
significantly higher than proportion of faculty (test 8 in appendix). These findings indicate that 
students have different perceptions from faculty as detailed and discussed below. 

Discussion  
From the above, it seems that the university faculty surveyed lack the necessary knowledge, access to 
training, and support (Petricini et al., 2023). Hence, training in digital competence is key to having 
quality education (Cabero-Almenara, et al., 2021). Our data shows that faculty do not very much 
support the use of ChatGPT by students. It could be argued here that they think students will misuse 
ChatGPT, which is a potential distrust between faculty and students. Hence, it is extremely critical to 
build relational trust between faculty and students. This is the most important trust in the classroom 
that directly affects students’ achievement (Hoy, 2002; Wilson, 2007). When discussing AI use in the 
classroom, two important threads of trust studies intersect relationship and trust between faculty and 
students; and individuals’ trust in AI. A major contributor to academic achievement is the faculty-
student relationship that are positive relationships and fostered by trust (Deng et al., 2025; Ullah & 
Wilson, 2007). Accordingly, faculty have two priorities in their trust-building activities; they must have 
technical competence and the ability to place the student’s interests before their own, if necessary 
(see Barber, 1993). This will also enhance students’ wellbeing (EL-Sakran, 2023). 

The common belief is that faculty and university administrators think that students will misuse 
ChatGPT, which is a potential distrust between university administrators, faculty and students (Liu, 
2021; Petricini, 2019). For instance, Rudolph et al., (2023) provide some examples about how to 
combat the use of ChatGPT in assignments by having students do things that the AI tool cannot do 
and to incorporate the tools into assignments. Hence, providing both faculty and students with a 
competency grounded in explainability will be essential to help build trust amongst them (Ferrario & 
Loi, 2022; Jacovi et al., 2021; Liu, 2021). More specifically, relational trust is the most important trust 
in the classroom and directly affects student achievement (Hoy, 2002; Edwards-Groves 
& Grootenboer, 2021).  
 
Our results also indicate that faculty, compared to their students, have some level of familiarity with 
ChatGPT.  This might mean that some faculty may not be able to utilize ChatGPT at all. Previously, the 
introduction of calculators into classrooms caused uncertainty, but they became so ubiquitous that 
acceptance and use were inevitable (Roberts et al., 2013). This duality might mean giving students the 
guidance to use AI tools in their work because they want and need to learn how to use these tools, 
even when faculty may not personally want to use them. Trust in generative AI tools, or “Trustworthy 
Artificial Intelligence” (Thiebes et al., 2020) is also critical. Successful integration of AI in higher 
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education will have to rely on trust, particularly because it will allow for a clear understanding of how 
the tool is used, dispelling notions of overuse, abuse, or outright rejection (Glikson & Wooley, 2020). 
 
Based on our results from the surveys, students and faculty believe that technology usage in higher 
education is inevitable. This inevitability means that higher education institutions must come to terms 
with what a tool like this means for academic integrity and instruction, mainly cheating and plagiarism. 
It is likely the focus of punishable policies will be placed on students’ use for cheating, plagiarizing, or 
otherwise practicing “academic misconduct” or “dishonesty” (Eaton, 2021, p. 15-16; see Morris, 2020, 
for more details). However, academic integrity can take on several dimensions beyond just students’ 
academic behavior, so institutions should be careful about just creating policies out of fear to prevent 
students’ use (El-Sakran, 2024). Therefore, faculty will need to know how the technology works 
(Sabzalieva & Valentini, 2023, p. 11). Additionally, faculty will need to understand and know that 
students’ experiences are diverse, and faculty can inadvertently create unfair activities or 
opportunities based on the generative and responsive nature of AI (ED, 2023).  
 
Based on our data, students want formal instruction on AI use and this interest can help drive decision-
makers about implementation and use (see Bilikozen, 2024, for more details on this issue). Xu and 
Babaian (2021) note that when students’ opinions about AI tools are unknown, it is harder to design 
suitable curriculum and outcomes to meet students’ needs. The students’ interest in instruction 
should not be taken lightly, because it can serve as a guide for how institutions might adapt and 
introduce AI beyond punitive policies. Eaton (2021) explains that unwanted academic behavior often 
includes moral and policy issues, on top of the teaching and learning (p. 15). Faculty concerned about 
misuse or academic integrity should consider introducing these tools only so far as it impacts their 
classroom activities by altering assignments and having students cite the use like other academic 
resources (Rahman, et al., 2023). It is unfortunate that the results reported in our study show that the 
big majority (66.7%) of the faculty state that their teaching and assessment activities have not been 
changed to address the ChatGPT raised concerns. 
 
Short of returning to handwritten exams (see Cassidy, 2023), faculty and administrators will need to 
explore ways to incorporate new tools will continue to advance much faster than higher education is 
likely to move. Furthermore, students and faculty will need literacy and competency training for 
generative AI tools to be up to date with cutting edge technology. It is also important to note here 
that it is essential to make certain that the information delivered by ChatGPT is accurate (Mhlanga, 
2023). Hence, faculty and students will need to exercise critical thinking when it comes to the 
information they are given and check it with reliable sources (for interesting information on this 
matter, see Bilikozen, 2024). 

Conclusion  
In this study, we provide some key elements to understanding students’ and faculty’s perceptions, 
knowledge and uses of ChatGPT. Low knowledge of ChatGPT makes it an opportune time to 
implement programs to build trust and literacy among faculty and students alike. In this research, we 
show, beyond doubt, that students are interested in learning more about how to use this application 
successfully and responsibly. Hence, it is time that faculty and students’ competency with ChatGPT be 
augmented, since faculty must incorporate ChatGPT into their teaching. Consequently, we 
recommend that students and faculty be provided with literacy, competency training for all generative 
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AI tools and be empowered to adopt new technological changes (Chumpavan et al., 2024).). We also 
recommend that university administrators should know that policies that prohibit the use of AI tools 
could lead to even more use (see Lim, et al., 2023), leading to even more unsavory practices. They 
should also realize that disregard for AI tools will not make them disappear. They should also know 
that students will leave universities and colleges and enter the workforce (Berthod, 2022), and the 
training that has been foundational for their practice and use of generative AI technologies will shape 
the future of economies, societies, and intuitions. This resonates with the environmental aspects that 
influence the individual’s ability to successfully complete a behavior (i.e. Make environmental 
conditions conducive for improved self-efficacy by providing appropriate support and materials 
(Abdullah & Ward, 2016; Almuqrin & Mutambik, 2021; Bandura, 2011; Roszkowska-Menkes, 2022).  
Although in this study we exhibit some important differences between faculty’ and students’ 
knowledge, perceptions, and uses of ChatGPT, it should be noted that the results discussed here are 
based on the participants’ responses to the surveys’ questions. Hence, we recommend that future 
researchers conduct focused interviews and ask the participants why they do what they did. We also 
suggest that university administrators be asked about their perceptions of the adoption of ChatGPT in 
education. We also suggest that further research investigate gender differences in the use of ChatGPT 
between students and faculty. We also propose that this research be repeated with a bigger sample 
from other universities. We would like also to propose that future researchers may probe into why 
students from specific colleges use ChatGPT more than others. We would also like to put forward the 
suggestion that researchers may examine the increase or decrease in the number of grade 
complaints/appeals that students may fill in because of more confidence and trust in ChatGPT 
generated responses compared to faculty’s given responses. 
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Appendix 

 
Test 1 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -5.01 0.000 

Fisher's exact   0.000 

 
Test 2 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -9.35 0.000 

Fisher's exact   0.000 

 

Test 3 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -3.76 0.000 

Fisher's exact   0.000 

 

Test 4 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -3.39 0.000 

Fisher's exact   0.002 
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Test 5 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -3.96 0.000 

Fisher's exact   0.000 

 

Test 6 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -13.68 0.000 

Fisher's exact   0.000 

 

Test 7 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -2.21 0.013 

Fisher's exact   0.012 

 

Test 8 

Null hypothesis H₀: p₁ - p₂ = 0 

Alternative hypothesis H₁: p₁ - p₂ < 0 

Method Z-Value P-Value 

Normal approximation -5.94 0.000 

Fisher's exact   0.000 
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